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Abstract—In this demo, we show the capabilities of adap-
tive status monitoring in sensor networks. We developed an
architecture for integrated and adaptive status monitoring that
works as a sublayer directly integrated into the network layer.
The main advantages of this system, which extends well-known
piggybacking concepts, are to make monitoring as energy efficient
as possible while maintaining certain real-time requirements for
the logged information. Such status monitoring is needed in many
application domains that require global status for optimizing the
performance of the network. A very prominent example is data
stream processing in sensor networks. We demonstrate the main
functionality but also the performance improvements compared
to related approaches.

I. INTRODUCTION

Evaluating the energy consumption of applications and
protocols is an important task to prolong the network lifetime
in sensor networks [1], [2]. Erroneous lifetime predictions may
cause high costs and may even render a sensor network useless
before its purpose is fulfilled. Recent research strongly focuses
on power conservation, energy management, and energy-aware
applications and protocols. Application specific protocols can
be designed by appropriately trading off other performance
metrics such as delay and throughput with energy efficiency.

In order to prolong the network lifetime, it is not sufficient
to save energy at a local context. For example, the use of data
stream processing has been investigated to optimize the energy
balance (and, of course, the data processing latencies) in the
entire network [3], [4]. Energy models are required for these
optimizations [5], and, thus, a continuous status monitoring.

Classical network monitoring is performed either via push or
pull based mechanisms. Yet, the resource-critical environment
in sensor networks prohibits the usage of such complex
protocols. Monitoring is generally assumed to be periodic [6].
Many of the reported concepts are more debugging tools
than efficient status monitoring concepts [7], [8]. However,
transmitting monitoring information in additional separate
packets will drastically increase the energy consumption and
reduce the network lifetime. Thus, aggregation techniques have
been proposed [9].

Piggybacking is a technique often used for acknowledging
data in bi-directional communication protocols to reduce
the number of transmissions. Packing multiple pieces of
information into the same physical packet has the huge benefit
of reducing the performance costs in sensor networks [10].
Dunkels et al. introduced the concept of an announcement
layer [11], which piggybacks beacons and coordinates their
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Figure 1. Piggybacking of monitoring information to a received data packet.

transmission to reduce the total number of transmissions. Status
monitoring became even more relevant with the advance of
data stream processing in sensor networks [3], [4].

In this demo, we present and discuss an integrated
and energy-efficient resource monitoring technique for self-
organizing sensor networks, extending our previous work
in [12]. The main advantage of the proposed solution is that it
supports both highly energy-efficient transmission of monitor-
ing messages using the well-known piggybacking scheme as
well as a timely delivery of status based on a per message aging
scheme. Although the transmission and reception of packets
with increased length due to the piggybacked monitoring
data marginally increases the energy consumption, it is more
energy efficient compared to transmitting monitoring data
in separate packets [10], [11]. The general drawback is the
increased delay (age) for monitoring information, because
each node has to wait for the next packet transmission to
piggyback its monitoring data. We solved this problem by
limiting the maximum (tolerated) age of monitoring data. This
can be seen as a compromise between timeliness and increased
energy consumption due to additional packet transmissions.
Our experiments confirm that, for all the investigated network
topologies and for all traffic pattern, the energy overhead of
our protocol is extremely low.

II. WSN MONITORING ARCHITECTURE

The monitoring protocol has been integrated into the network
layer in order to make it aware of all data transmitted towards
the sink node. Without loss of generality, we assume a
single sink node for the presentation of the protocol. This
can, however, easily be extended by marking both data and
monitoring packets as to which sink they need to be transmitted.



Figure 1 outlines the basic operation of our status monitoring
concept. In this example, node 6 is transmitting a data packet
towards node 1. At the same time node 5 has some monitoring
information available (cf. Figure 1a). Instead of transmitting
an additional packet with this status information, node 5 is
waiting for another packet targeted to node 1 (at least for a
threshold time interval). In our example, node 5 piggybacked
this monitoring information to the packet from node 6 and
transmits the resulting packet further towards node 1 (cf.
Figure 1b). The sink separates monitoring information from
application layer data and continues processing both separately.

In order to distinguish application layer data from monitoring
information, the protocol defines three packet types (a new
packet header is used to describe the packet type as well as
the number of piggybacked monitoring information messages):
DATA packets contain only application layer data. The origin
of the application data is defined by the network protocol
header. COMBINED packets contain application layer data and
monitoring information. Here, a count parameter indicates the
number of piggybacked monitoring messages. The maximum
number of piggybacked monitoring messages depends on the
size of the application data in the packet. The origin of each
monitoring message is indicated in the piggybacking header.
MONITORING packets are used to limit the maximum age of
monitoring information, i.e., to ensure timely delivery to the
sink node. This packet contains only monitoring messages and
count indicates their number.

The monitoring protocol uses two timers for the generation
of monitoring data messages and for limiting their age:
MONITORINGINTERVAL defines the monitoring interval in
seconds. Please note that the timer is not responsible for the
actual transmission of monitoring information; it only sets
a flag indicating its availability to the monitoring sublayer.
After successful piggybacking the monitoring data, the flag
is cleared. MONITORINGMAXAGE limits the maximum age
of monitoring information. If monitoring data is available for
this time, the monitoring sublayer sends new packet of type
MONITORING towards the sink node.

III. DEMO AND SIMULATION SETUP

For evaluating both the functionality and the performance of
our monitoring protocol, we integrated the functionality in the
sensor operating system Contiki. This system features the light-
weight multihop routing protocol Rime [13], which we used to
integrate the monitoring sublayer. We experimentally validated
the functionality using TelosB sensor nodes. For larger scale
performance evaluation, we used Contiki’s cross-level network
simulator Cooja [14]. We estimated the energy consumption
and the remaining lifetime using the Contiki Energest library.
Considering the frequently used TelosB nodes, we assume a
supply voltage of 3V and an initial capacity of 2100 mAh.
However, more important is the behavior of the monitoring
protocol and the relative values.

A simple application running on each node except of the sink
node periodically (we used both constant and bursty packet
rates) creates data packets destined to the base station. Each

application layer data packet has a size of 40 B, i.e., roughly
half of the available payload, and the average packet rate
was 100 packet/h. For the bursty traffic, we switched between
540 packet/h and 12 packet/h. For statistical confidence, each
simulation was repeated at least 100 times with different
random seeds. We also experimented with different values
for the MONITORINGINTERVAL of 12s, 36s, and 108 s. The
365 interval corresponds with the data generation rate. The
MONITORINGMAXAGE was set to 36s.

Three different network scenarios (linear, random, and grid)
were simulated. The communication range allows only direct
neighbors to communicate with each other. We configured static
routing to exclude dynamics of rerouting during the simulation.
Please note that the longest possible path varies between 15
(linear), 9 (random), and 5 (grid).

In a first step, we determined the necessary simulation time
to obtain results with a high confidence level. Furthermore, we
analyzed the initial transient time the protocol spends in its
initialization phase. It took about 500s for the network to get
into a steady state. We therefore decided to skip an initialization
phase of 600s before collecting statistical information. To
prevent synchronization effects, we added a random delay of
Omin to 5min when starting up each node. Of course, the
energy consumption during the initialization phase has not
been considered in the evaluation.

IV. SELECTED SIMULATION RESULTS

In the following, we presented selected results from our
measurements that demonstrate the capabilities of our approach.
In a first set of experiments, we evaluated the distribution of
packet types received at the sink node. This is of course highly
dependent on the scenario as well as on the monitoring interval
and maximum message age parameters. In this experiment,
each node generated on average 100 data packets during the
simulation time of 1h. Figure 2a shows the distribution of the
packet types received at the sink for the linear network and
using a constant packet rate and a monitoring interval of 36s.
Packets of type DATA originating at the edge nodes have a high
probability that a node along path can piggyback monitoring
information, changing the packet type to COMBINED.

The generation of MONITORING packets happens especially
at the very edge of the network. The probability depends
on the combination of the data rate from the application,
the monitoring interval, and the maximum message age. As
we allowed for some randomness in the data generation rate
(again, to prevent global synchronization effects), some of the
monitoring messages aged above the threshold, thus, resulting
in the mentioned MONITORING packets. As expected, with a
monitoring interval larger than the data generation rate, the
number of MONITORING packets is almost zero (data not
shown). We found similar patterns also in the random and grid
network scenarios (data not shown).

We further executed two sets of simulation experiments
to evaluate the overhead of the monitoring protocol in terms
of energy consumption. As a baseline, we configured all the
nodes to transmit application data only, i.e., we disabled the
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Figure 2.

monitoring protocol. In the second set, the fully featured
monitoring protocol was enabled. The protocol overhead is
composed of creating and piggybacking monitoring messages as
well as of transmitting, forwarding, and receiving COMBINED
and MONITORING packets (together with the additional MAC
layer acknowledgments). Obviously, with an increasing number
of forwarded packets the energy consumption for transmitting
(TX), receiving (RX), and also for processing (CPU) increases.
We are primarily interested in the relative overhead caused by
our new protocol.

In general, it holds that the total overhead decreases for
larger monitoring intervals because of the fewer monitoring
messages. With the bursty traffic pattern, the number of
explicit MONITORING packets is higher and, therefore, also
the transmission overhead is higher.

Figure 2b shows the observed relative overhead for the
constant traffic rate in form of a boxplot. With a large
monitoring interval (few monitoring information) the protocol
overhead is about the same for all network scenarios. For a
monitoring interval of 36s, the median is at 1.92 % for the
linear network and at 0.8 % for the grid network. Independently
of the monitoring interval, the protocol performs best in the
grid scenario. This is a result of the node distribution and the
shorter path lengths.

For evaluating the timeliness of the monitoring information,
we use additional age information included in each monitoring
message. This time corresponds to the time that the message
had to wait until transmission after its creation (limited by
MONITORINGMAXAGE). The transmission time along the path
to the sink was not measured because it strongly depends on
the used MAC protocol.

Figure 2c illustrates the message age plotted for each node
in the linear network for constant traffic and a monitoring
interval of 108s. As can be seen, at the edge of the network
(node 16), the message age is uniformly distributed in the
interval of Os to 36s with its median at 18s. This is a direct
result of the application layer packet generation interval of
365s. In theory, there should be an exponential decrease of the
message age with each node towards the sink because in each
step the number of application data packets doubles. This trend
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can also be observed in the presented graph. Of course, the
maximum number of monitoring messages per COMBINED
packet is limited, thus, the trend is smoother towards the sink.
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